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Automated essay scoring : definition

First discussion of automated essay scoring [Page, 1966]

Various names : Automated Essay Grading (AEG) ; Automated Essay Evaluation
(AEE), Automated Writing Evaluation (AWE) ; or Analytic Writing Assessment
(AWA)

Various goals : assessing content quality or writing skills
−→ we are more concerned by the latter in this talk

Definition
AES is “the process of evaluating and scoring written prose via
computer programs” [Shermis and Burstein, 2003]

4/48 22-04-2022 4 / 48



Introduction Methods NN for AES Challenges References

Rationales for AES

Save time ! [Page, 1966]
−→ Originally, aimed at reducing teacher’s burden, offering good and
personalized feedback to L2 learners (very time-consuming for teachers)
Save money !
−→ Most visible uses of AES is connected to standardized testing
Computers can do it [Page, 1966]
−→ They can sometimes carry out a task better than humans
reproductibility and consistency [Williamson et al., 1999]
−→ AES system will always use the same criteria, whatever the context.
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Rationales for AES (I)

Save time

Automated assessment can be nearly immediate, 24 hours a day

Our own current test : we can assess a written production in less than 10
seconds.

As regards feedback production, we will discuss that later.

6/48 22-04-2022 6 / 48



Introduction Methods NN for AES Challenges References

Rationales for AES (II)

Save money

[McNamara and Lynch, 1997] showed that, for a written task, reliability
of assessment increases by 14% when moving from 1 to 2 evaluators
and +5% from 2 to 3.
−→ Having 2 or even 3 evaluators is critical, but costly !

Major test-takers have already adopted AES to cut costs !

Pearson’s Intelligent Essay Assessor scores essays from the Pearson
Test of English (PTE) for a decade (no human involved).

Graduate Record Examination (GRE) or TOEFL also use AES along
with a human evaluation.
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Rationales for AES (III)

Computers are now as good as human on various tasks

E.g. AlphaGo is the first IA system to have defeated a human go
champion !

Minimal error on a task can be lower than average human error,
especially when humans have trouble to agree.
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Rationales for AES (IV)

Increase reproductibility and consistency

It is well-known that human evaluators have trouble reaching high
agreement
−→ severity may vary and systematic bias can occur
[Bachman et al., 1995]

[Williamson et al., 1999] : Human and machine produced holistic scores
of candidate performance.
−→ The human graders were reconvened to review cases where
discrepencies with the machine arose. After that, about half of the score
discrepancies were reduced or eliminated.
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AES : the Machine Learning Approach

1 Gather a corpus of written productions
that have been scored in reference with a
proficiency scale (e.g. CEFR).

2 Define a set of engineered features that
are correlated with written proficiency
(e.g. lexical sophistication)

3 Based on the corpus and these variables,
train a statistical model

4 Validate the model on unseen data

Supervised approach of AES
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Supervised methods for AES

Linear regression
First model used [Page, 1966]
Main advantage : is readily interpretable (useful for high-stake scenarios)
In some cases, it remains competitive with other ML algorithms
[Loukina et al., 2018]

Not optimal to combine a large set of variable, but can be helped by
regularization (L1 = Lasso or L2 = Ridge or L1+L2 = Elastic-net)
[Dronen et al., 2015, Somasundaran et al., 2015]

12/48 22-04-2022 12 / 48



Introduction Methods NN for AES Challenges References

Supervised methods for AES

Ensembles
Ensembles combine several
machine learning algorithms
(most commonly trees) to get
better performance.

Examples :

[Larkey, 1998, Chen et al., 2010,

Tack et al., 2017,

Vajjala and Rama, 2018]
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Supervised methods for AES

Support vector machine
Considered as the best classification algorithm before the area of neural networks

Aims at discriminating two classes, while maximizing the margin

Example from my lab : [Tack et al., 2017]

Variant : learning to rank with SVM [Yannakoudakis et al., 2011, Chen and He, 2013]
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Unsupervised methods for AES

LSA and other dimensionality reduction techniques

Essays are projected into a vector
space model, whose dimensions
are later reduced with SVD

Essays and target answer or
instructional texts are compared
based on this semantic space.

Examples : [Foltz et al., 1999,

Lemaire and Dessus, 2001]

FIGURE – Source : [Anandarajan et al., 2019]
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The features

All these methods generally relies on engineered features.

surface features : word length, sentence length, number of commas, etc.

discourse features : essay organization [Burstein et al., 2003], essay
development [Attali and Burstein, 2006], coherence [Burstein et al., 2010]

vocabulary : frequency [Attali and Burstein, 2006], sophistication, collocational
usage [Bestgen, 2016]

grammar errors [Wang et al., 2021], spelling errors [Flor et al., 2019]

...

16/48 22-04-2022 16 / 48



Introduction Methods NN for AES Challenges References

Feature overview

We have conducted a systematic classification of features per languages
(unpublished)

Feature Count Language families
EN FR Ger Rom Sin Jap Sem Fin Sla

Number of words 28 x x x x x x x x x
Average word length 18 x x x x x
Average sentence length 17 x x x x x x
Number of sentences 15 x x x x x x
Number of characters 10 x x x x
Number of unique words 8 x x x
Number of paragraphs 6 x x x x
Number of commas 6 x x x
Number of syllables 5 x x x x
Average clause length 5 x x x
Number of long sentences 4 x x x x
Number of conjunctions 4 x x x
Fourth root of the number of words 3 x x
Average t-unit length 3 x x
Average paragraph length 3 x x x
Number of long words 3 x x
Number of short sentences 3 x x x
Percentage of long words 3 x x x
Number of words per sentence 3 x x
Number of clauses per sentence 3 x x

TABLE – Surface and lexical features

17/48 22-04-2022 17 / 48



Introduction Methods NN for AES Challenges References

Feature overview

Feature Count Language families
EN FR Ger Rom Sin Jap Sem Fin Sla

TTR and variants 14 x x x x x x
n-grams 10 x x x x x
Frequency 10 x x x x x
Lexical density 8 x x x x x
MTLD 6 x x x
HDD 5 x x x
Lexical variation 5 x x x x x
Lexical diversity 5 x x x x x x
Lexical level 5 x x x
OOV words 4 x x
VOCD 3 x x
Yule’s K 3 x x x
Nominal ratio 3 x x
(Cross-)Entropy 3 x
Complex words 3 x

TABLE – Surface and lexical features
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Feature overview

Feature Count Language families
EN FR Ger Rom Sin Jap Sem Fin Sla

Error features
Number of grammar errors 17 x x x x x x x x x
Number of spelling errors 17 x x x x x x x
Punctuation errors 3 x x x

Part-of-speech features
PoS distribution 9 x x x x
PoS ratio 8 x x x x x
PoS ngrams 7 x x x x x
Number of different pos tags 6 x x

Morphological features
Verb morphology
(tense, mood, voice, number,
person) 6 x x x
Noun morphology (cases) 5 x x
Percentage passive sentences 4 x x
Affixes 3 x x

Prompt-specific features
Similarity between
essay and prompt 5 x x x x x
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Feature overview

Feature Count Language families
EN FR Ger Rom Sin Jap Sem Fin Sla

Similarity-based features
LSA 5 x x x x x
Shared nouns between sentences 3 x x x
Comparison of essay to essays
at each grade 3 x x
Comparison of essay to essays
at highest grade 3 x x

Syntax features
Depth of parse tree 8 x x x x x
Sentence syntax similarity 3 x x

Semantic features
Number of meanings per word 4 x x
Hyper- and hyponymy 3 x x

Readability features
Flesch reading ease 4 x x x
Flesch-Kincaid grade level 3 x x
LIX 3 x x
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Overview discussion

English is the richer language as regards amount of features, followed by
German, then Chinese.

Still a lot of work to do for the majority of languages
−→ For French, mostly surface features along with errors detection.
−→With Deep Learning, the need for engineered features has decreased at the
moment !

Not much syntactic features, nor any based on explicit pedagogical knowledge
(cf. yesterday workshop and CEFRLex).
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Brief discussion about variables for AES

It is “easy” to develop a large
set of features for AES
−→ quick ad for our brand
new feature computing
system : FABRA

https://cental.uclouvain.be/fabra/
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FABRA
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Brief discussion about variables for AES (II)

However, not every variable should be considered !

1 Obviously, variables need to be efficient to score essays (high correlation with
scores).

2 Variables might be redundant with others (collinearity)

3 In addition, variables should be fair
−→ no information about the candidates

4 Similarly, variables should not be systematically biased
−→ E.g. should not capture gender, ethnicity, socioeconomic status, etc.

5 Features should have construct validity
−→ proportion of commas might be very informative, but is directly the cause of
a good writing (risk for cheating the system).
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The era of Deep Neural Networks

Since 2012, NLP has experienced a genuine revolution with the deep neural
networks
Number of papers in main NLP conferences using DL models :

FIGURE – Source :
https://tryolabs.com/blog/2017/12/12/deep-learning-for-nlp-advancements-and-trends-in-2017/
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What is a neuron?

FIGURE – Source [Świetlik et al., 2004]

Depending on the activation function, may be equivalent to linear/logistic regression
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Deep Learning Principle

Deep Learning = stack various layers of neurons (non-linearity, complex
learners)

FIGURE – Source [Waldrop, 2019]28/48 22-04-2022 28 / 48
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Deep Learning advantages

1. DL networks can auto-encode text characteristics as variables by
themselves

FIGURE – Source : [Glauner, 2015]
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Deep Learning advantages

2. Transfer learning

Possibility to train a deep network on a task and to reuse the lower layers
(more generic) for problems where there is little data.

FIGURE – Source : [Géron, 2017, 287]
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Deep Learning advantages

Among these lower layers, are embeddings, i.e. semantic models
aiming at representing the whole language.

FIGURE – Source : https://medium.com/@aakashchotrani/
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Deep Learning for AES

[Alikaniotis et al., 2016] : one of the 1st approach
−→ design score-specific embeddings
[Dong and Zhang, 2016] : propose a hierarchical model
−→ essays = sequences of sentences, which are sequences of words
(two levels of representations).
[Dong et al., 2017] introduce the mechanism of attention to AES

FIGURE – Source : https://blog.floydhub.com/attention-mechanism/
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Assessing Speech

Generally, even more challenging for humans to rate speech production
There is a rather rich tradition of studies (see
[Zechner and Evanini, 2019])
−→ Specific challenges related to the automatic recognition of speech
(ASR)
−→ Set of specific features : pronunciation, fluency, etc.

To my knowlegde, test-makers are not as much advanced for ASE than AWE.
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Deal with cheating

AES systems are prone to be cheated [Klebanov and Madnani, 2021] :

Overuse of shell language (part of discourse that helps organize the
arguments).
−→ Good news : humans can handle unnecessary shell language
[Bejar et al., 2013].

Off-topic responses : systems can be trained to detect them, based on
similarity between question and answer.

Plagiarism : test-takers can memorize segments of texts related to
known tasks (canned responses).

Coming issue : artificially generated essays (e.g. GPT-3).
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Example of generated essay

Babel essay generation outputs texts that target known weaknessess of AES
systems : http://babel-generator.herokuapp.com/

keywords : automated, essay, scoring

Example of generated text

Marking has not, and likely never will be reclusively incensed. Essay is the
most fundamental adherent of human life ; some with an arrangement and
others at grout. Automatize which enlightenments the exposure lies in the
area of philosophy along with the search for literature.

[Cahill et al., 2018] showed that the distribution of some features can be used
to distinguish generated essays with genuine ones with 100% accuracy.
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Model interpretation and fairness

As DL is pervasive in NLP,
interpretation becomes a serious
issue, especially for high-stake tests.

Debate on the use of attention maps
as an interpretation tool
(see our ACL paper Bibal et al. 2022
for an introduction to the debate)

FIGURE – Source : [Santos et al., 2016]
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Offering feedback

Maybe due to the success of AES with test-makers, feedback – as
envisioned by Page –, is not a priority.
There is work on feedback, but research on effectiveness of automated
feedback on writing is inconclusive [Klebanov and Madnani, 2021]
Feedback heaviliy depends on context (L1 vs. L2 writers, skill level, age,
etc.).
−→Work to be done on adaptative feedback !
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Conclusion

AES is cost-saving, consistent, and may increase reliability
Importance of keeping the human in the loop (to detect frauds)
Most work has been done on English, so other languages should be
supported (if relevant)

Still open challenges for researchers and test-makers.
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Thank you for your attention
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